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Language Modeling

P(the students attended a seminar)

=

P(the)

× P(students | the)

× P(attended | the students)

× P(a | the students attended)

× P(seminar | the students attended a)



Language Modeling

General Formula:

https://web.stanford.edu/class/cs224n/slides/cs224n-2023-lecture05-rnnlm.pdf





How to calculate P(next word | context)?

P(seminar | the students attended a)

= #(the students attended a seminar) / #(the students attended a)

Problem:
Longer sequences often never observed in corpus.
Need to back-off to shorter contexts.
Cannot capture long-distance relations.

Traditional Approach 
(roughly until 2015)

how often does each 
sequence occur in a 
huge corpus?



How to calculate P(next word | context)?

P( … | the students attended a)

Modern Approach 
(roughly since 2015)

the students attended a

Neural Network
trained on large 
corpus



Input Representation

Word Embeddings

dim 1 dim 2 dim 3 dim 4 dim 5 dim 6 dim 7 …

a 0.474 0.061 -0.262 0.287 0.051 -0.075 -0.084

aardvark -0.119 -0.115 0.222 -0.166 -0.259 -0.018 0.291

abelian -0.484 -0.016 -0.315 0.46 0.193 0.262 0.15

acid 0.385 0.434 -0.203 0.058 0.154 -0.195 -0.249
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training set!



Input Representation

Problem: what to do with unknown/rare words?

The road running through UdS campus is called Stuhlsatzenhausweg

Traditional Approach: Replace by special token

The road running through UdS campus is called <UNKNOWN>

Not very satisfying!



Input Representation

Problem: what to do with unknown/rare words?

Modern approach: subword tokenization

The_ road_ run ning_ through_ U d S_ campus_ is called_ Stuhl satz en haus weg_

The road running through UdS campus is called Stuhlsatzenhausweg

Can represent any input.
In the worst case, just need to back off to the individual letters.
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+ + + +

positional embeddings indicating 
position in the sequence
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Neural Network: Transformer

v(the) v(students) v(attended) v(a)

p(1) p(2) p(3) p(4)

+ + + +

key valuequery key valuequery key valuequery key valuequery

in fact, we may use multiple 
such attention “heads” in 
parallel attention
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v(the) v(students) v(attended) v(a)

p(1) p(2) p(3) p(4)
+ + + +

key valuequery key valuequery key valuequery key valuequery

attentionattentionattentionattention

feedforward net feedforward net feedforward net feedforward net

this is one transformer layer
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GPT-3: Prompting & In-Context Learning

(Brown et al., 2020)LM correctly completes the 
prompt!
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Chain-of-thought prompting

Nye et al. (2021), Wei et al. (2022)





(Kojima et al., 2022)



https://web.stanford.edu/class/cs224n/slides/cs224n-2023-lecture11-prompting-rlhf.pdf



However…

(Ouyang et al., 2022)https://web.stanford.edu/class/cs224n/slides/cs224n-2023-lecture11-prompting-rlhf.pdf



Instruction Finetuning

(Ouyang et al., 2022)https://web.stanford.edu/class/cs224n/slides/cs224n-2023-lecture11-prompting-rlhf.pdf



(Ouyang et al., 2022)



(Chung et al., 2022, Figure 10)



(Chung et al., 2022, Figure 10)



FLAN-T5; Chung et al., 2022



Limitations:

● often there is no single correct way of 
completing a task

● getting some tokens wrong is much 
worse than other tokens

(Ouyang et al., 2022)
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Summary 1:
Saarland University is a research 
university in Saarbrücken, 
Germany.

Summary 2:
The university senate has nine 
professors.

Summary 3:
An university in Saarland was 
founded in 1948.
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Human Feedback

3. tune LM to give responses given higher human ratings

challenge: human feedback hard to scale

solution: train proxy reward model on human data & finetune LM for that proxy model

1. given a prompt, sample outputs from the LM

2. have humans rate them













https://web.stanford.edu/class/cs224n/slides/cs224n-2023-lecture11-prompting-rlhf.pdf
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Conclusion

Modern Large Language Models combine…

● next-word prediction

● finetuning for instructions following

● reinforcement learning for following human preferences



Thank you!


